
IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 14, NO. 9, SEPTEMBER 2019 2387
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Abstract— In recent studies, a simple non-coherent
communication scheme based on energy detection is proposed
in massive single-input multiple-output (SIMO) systems. Before
data transmission, the transmitter sends pilots to the receiver
for the purpose of estimating the channel statistics. However,
this training phase unintentionally provides opportunity for a
malicious jammer to attack legitimate communication. In order
to secure the legitimate communication, this paper proposes
a jamming detection method in non-coherent SIMO systems,
in which the information of channel statistics is not required.
First, the transmitter sends pilots to the receiver, then the
receiver sends the conjugate of its received signal (which
may contain jammer signal) back to the transmitter, where
the final decision on jamming detection is made. According
to the likelihood ratio test principle, two detectors based on
variance and standard variance normalization are proposed.
The performance analysis indicates that these two detectors are
of similar detection performance but of different complexity.
Furthermore, it is revealed that the probability of detection
initially grows with the number of receive antennas but converges
quickly then, whereas the channel statistics from the jammer
to the receiver always greatly influences the performance.
Finally, the numerical simulations are carried out to validate
the proposed detection method.

Index Terms— Non-coherent communications, massive
single-input multiple-output (SIMO), energy detection, physical
layer security, likelihood ratio test.

I. INTRODUCTION

EMPLOYING a large number of antennas at base stations
(BSs) while sharing the same time-frequency resources,

which is known as massive multiple-input multiple-output
(MIMO), has recently received a great deal of interest due to
its huge potential gains [1], [2]. For example, massive MIMO
is energy efficient as the transmit power scales down with the
number of antennas at BS. Besides, channel vectors associated
with different users are asymptotically orthogonal, thus both
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intra- and inter-cell interference can be eliminated with simple
detection and precoding algorithms [3].

Meanwhile, physical layer security has become one of the
research hotspots recently in wireless communications [4].
Rather than high level cryptographic methods, it is possible
to secure physical layer transmission by applying the prin-
ciples of information-theoretic security and signal processing
techniques [5]. For example, it has been shown that the secu-
rity in cognitive radio networks and non-orthogonal multiple
access (NOMA) can be enhanced by employing game theory
and power allocation [6], [7]. In this study, we focus on the
security issue in systems with large antenna array. Specifically,
passive and active attacks are the two major concerns in
physical layer security. In particular, massive MIMO provides
improvements of the physical layer security against passive
attack, due to its capability to focus the transmission energy
in the desired direction [8].

However, if the eavesdropper can actively attack the legiti-
mate communication, the achievable secrecy capacity will be
dramatically reduced. Hence, great efforts have been made to
address the detection of active attack, and valuable algorithms
are obtained. To improve the reliability of data transmission,
Cumanan et al. [9] propose to tackle active attack via exploit-
ing artificial noise. A jamming detection scheme based on
random matrix theory is introduced in [10], where the final
decision is made by analyzing the maximum eigenvalue of
the sample covariance matrix of the received signal. Based
on the generalized likelihood ratio test (GLRT), an algorithm
of detection is designed for the uplink of massive MIMO sys-
tems, where unused orthogonal pilots are employed [11], [12].
Moreover, the unused pilots are employed to estimate the
legitimate channel and jamming channel simultaneously, and
then the estimate of jamming channel is used to construct
linear receiver filters that reject the impact of the jamming
signal [13]. With the intention of detecting the pilot spoof-
ing attack, which is carried out during the channel training
phase, a two-way training-based scheme is presented in [14].
Besides, [15] proposes a detector that leverages the asymmetry
of received signal power levels at the transmitter and legitimate
receiver when there exists a pilot spoofing attack. More
recently, a pilot retransmission scheme is presented to detect
the jammer by examining the pilot contamination in the uplink
and downlink [16].

The above studies concentrate on coherent massive MIMO
systems, where accurate channel state information (CSI)
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associated with all users is required at BS. However, a massive
antenna array would make acquiring CSI in a timely man-
ner much more challenging than before. Furthermore, pilot
contamination, attributed to reusing pilots among adjacent
cells, makes the problem even worse. Meanwhile, receivers
that use simple, robust and energy efficient designs are thus
attractive to realizing the benefits of large antenna systems,
especially when it comes to applications of mmWave carrier
frequency [17]. In recent studies, a simple non-coherent trans-
mission scheme based on energy detection (ED) is proposed
in massive single-input multiple-output (SIMO) systems [18].
Utilizing non-negative pulse amplitude modulation (PAM),
the transmit symbols can be decoded through averaging the
received signal power across all antennas. Moreover, given
that the number of receive antennas is asymptotically infinite,
the ED-based non-coherent system can provide the same error
performance as that of the coherent counterparts. Inspired
by the pioneering work in [18], non-coherent massive SIMO
systems have drawn a lot of attention from the research
community [19]–[21].

Existing studies clearly demonstrate that in coherent mas-
sive MIMO systems, the active attack could reduce the secrecy
capacity remarkably, and seriously degrade the reliability of
legitimate communications. However, how the active attack
influences the non-coherent SIMO systems and the way to
detect the jamming sources efficiently is still unclear. For this
purpose, this paper presents a jamming detection algorithm for
ED-based non-coherent massive SIMO systems. To the best of
the authors’ knowledge, this is the first study concerning phys-
ical layer security in non-coherent massive SIMO systems. The
main contributions of this paper are summarized as follows.

• It has been shown that the jamming attack in the training
phase can deteriorate the error performance notably. Even
worse, this performance loss cannot be compensated for
by increasing transmit power or deploying more receive
antennas.

• We propose to let the receiver retransmit the conjugate
of its received pilots back to the transmitter, where the
final decision on jamming detection is made. This can be
regarded as some extent of cooperation. Via preprocess-
ing the received signal at the transmitter, two kinds of
decision metrics are designed according to the likelihood
ratio test (LRT).

• We derive the closed-form expression of probability den-
sity function (PDF) of decision metrics. Different from
existing detection algorithms where the channel statistics
are assumed as a prior, the proposed algorithm estimates
the channel statistics, thus making it more applicable in
real situations. Performance analysis regarding probabil-
ities of false alarm (PF A) and detection (PD) is carried
out. Results indicate PD initially grows with the number
of receive antennas but converges quickly then, while the
channel statistics from the jammer to the receiver always
influences the performance greatly.

The remainder of this paper is organized as follows.
The considered system model is illustrated in Section II.
The design of decision metrics based on LRT are detailed
in Section III. Section IV presents the proposed jamming

detection algorithm. Numerical simulations are conducted to
validate our detection scheme in Section V. Finally, concluding
remarks are drawn in Section VI.

Notation: C
n×m indicates a complex matrix of size n × m.

Bold variables represent matrices and vectors. For a random
variable x , x ∼ CN (μ, σ 2) and x ∼ N (μ, σ 2) indicate
complex and real Gaussian distributions with mean μ and
variance σ 2, respectively. (·)T , (·)H , (·)∗ and ‖·‖2

2 denote
the transpose, conjugate transpose, complex conjugate and L2
norm operators. �{·} and �{·} refer to the real and imaginary
parts of complex numbers. erf(·) and erfc(·) separately rep-
resents the error and complementary error functions. Finally,
E[·], var[·] and cov[·] indicate the expectation, variance, and
covariance operators, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

First, the ED-based non-coherent massive SIMO system is
briefly reviewed. Afterwards, the influence of jamming attack
in the training phase is analyzed, of which result clearly shows
the necessity of jamming detection.

A. ED-Based Non-Coherent Massive SIMO Systems

Consider a SIMO network consisting of a single-antenna
transmitter (Alice) and a receiver (Bob) with M (M � 1)
antennas. Hence, the M × 1 received signal vector by the
massive antennas array is

y = √
Puhw + n (1)

where Pu is the transmit power and assumed to be unity, w
indicates data symbol drawn from a non-negative constellation{√

p1,
√

p2, . . . ,
√

pN
}

of size N , h = [h1, h2, . . . , hM ]T

denotes the channel vector with the m-th item hm ∼
CN (0, σ 2

h ) and n = [n1, n2, . . . , nM ]T is the noise vector with
its m-th component nm ∼ CN (0, σ 2

n ). In this study, channel
and noise vectors are mutually independent. In addition, the
signal-to-noise ratio (SNR) at Bob is defined as SNRBob =
E[w2]σ 2

h /σ 2
n . If M → ∞, after the received signal having

been filtered, squared and integrated, the average power across
all antennas can be represented by [18]

� = 1

M
yH y

= 1

M
hH hw2 + 2

M
�
(

hH n
)

w + 1

M
nH n

M→∞= w2σ 2
h + σ 2

n . (2)

Given the knowledge of σ 2
h and σ 2

n , the estimate of w can be
readily obtained according to (2).

Since M is always finite, � can be approximated to one of
the N Gaussian variables depending on a prior information
of transmit symbols. For example, with a non-negative PAM
of N = 4, the PDF of � over an additive white Gaussian
noise (AWGN) channel is shown in Fig. 1, where M = 100
and SNRBob = 4 dB. Four distinct Gaussian-like curves are
observed, corresponding to four constellation points. Accord-
ingly, the positive line is partitioned into multiple decoding
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Fig. 1. Decoding regions of a non-negative PAM of size N = 4, where
M = 100 and SNRBob = 4 dB.

Fig. 2. The proposed jamming detection algorithm. (a) Alice sends pilots
to Bob in the presence of Eve. (b) Bob sends the conjugate of its received
signal to Alice, and Eve could continuously send jamming signal.

regions {dn}N
n=0 to decide which symbol was transmitted based

on the observation of �, i.e.

ŵ = √
pn, if dn−1 ≤ � < dn. (3)

Concretely, d0 is −∞ for
√

p1, dN is +∞ for
√

pN and [19]

dn = (pn + pn+1) σ 2
h

2
+ σ 2

n , for 1 ≤ n ≤ N − 1. (4)

This scheme relies on the information of σ 2
h and σ 2

n , which
can be estimated by sending a sequence of pilots before data
transmission. However, it provides opportunity for a malicious
jammer to attack the legitimate transmission.

B. The Influence of Jamming Attack in the Training Phase

As shown in Fig. 2 (a), a jammer (Eve) transmits the
same pilots to the receiver in the training phase if pilots are
publicly known [15]. Note that this signifies the worst case of
jamming detection. Hence, depending on whether the jammer
is present or not, the received signal at Bob is denoted by

H0 : y =
√
Puhx + n

H1 : y = √
Puhx + √P j gx + n (5)

where H0 and H1 separately indicate hypotheses of absence
and presence of the jammer, x denotes the pilot symbol, P j

is the transmit power of Eve and also assumed to be unity.
g = [g1, g2, . . . , gM ]T , which is independent of h, models the
channel vector from Eve to Bob with its m-th element being
gm ∼ CN (0, σ 2

g ).

Fig. 3. The SER comparison under hypotheses H0 and H1. It is demonstrated
that the error performance is severely deteriorated.

According to (2), in the limit of M → ∞, the channel
statistics from Alice to Bob is estimated by

H0 : σ̂ 2
h =

(
‖y‖2

2 /M − σ 2
n

)
/x2 = σ 2

h ,

H1 : σ̂ 2
h =

(
‖y‖2

2 /M − σ 2
n

)
/x2 = σ 2

h + σ 2
g . (6)

After the training phase, data symbols are transmitted and
then decoded by using σ̂ 2

h . In the presence of jamming attack,
the estimate of channel statistics is σ 2

h +σ 2
g instead of σ 2

h . This
could modify the decoding regions and make the final decision
prone to errors. As an example, Fig. 3 compares the symbol-
error rate (SER) in two hypotheses. Clearly enough, the SER
is severely deteriorated and cannot be lowered by increasing
the transmit power or the number of receive antennas.

III. DECISION METRICS FOR THE PROPOSED JAMMING

DETECTION ALGORITHM

Different from existing literatures, our study doesn’t assume
a prior knowledge of σ 2

h and σ 2
g , thus making the jamming

detection realistic but also more challenging. Towards this
end, we propose a new detection scheme that Bob retransmits
the conjugate of its received signal back to Alice (shown
in Fig. 2 (b)), where the final decision of whether Eve is
present or not is made.

A. Signal Retransmission

The exact estimate of channel statistics based on (2) requires
M → ∞. However, the estimation accuracy by this method in
real scenarios is not sufficiently high since M is always finite.
Accordingly, Alice sends pilots in K channel coherence
intervals and then Bob carries out estimation through aver-
aging over both space (M antennas) and time (K intervals).
In our proposed scheme, each channel coherence interval con-
sists of training, retransmission and data phases. Specifically,
during the k-th coherence interval, Alice sends τ consecutive
pilot symbols to Bob. Let yt (k) ∈ CM×1 denote the received
signal by Bob at time index t during the k-th interval, it then
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comes to the following observations

H0 : yt(k) = h(k)xt(k) + nt (k)

H1 : yt(k) = h(k)xt(k) + g(k)xt(k) + nt (k)

k = 1, 2, . . . , K (7)

where t ∈ [1, τ ], h(k) and g(k) remain unchanged during the
k-th interval and vary independently among intervals, xt (k)
denotes pilot symbol sent at time t during the k-th interval and
nt (k) ∈ C

M×1 is the AWGN. Afterwards, Bob retransmits the
conjugate of yt (k) back to Alice in the retransmission phase.
Suppose the received signal by Alice at time t+τ is zt+τ (k),
then one can obtain the average z(k) = ∑τ

t=1 zt+τ (k)/τ . Let
Q(k) indicate the real part of z(k), then we have

H0 : Q(k) = hT (k)h∗(k)x̄(k) + �
{

hT (k)n̄∗(k)
}

+ � {v̄(k)}
H1 : Q(k) = hT (k)h∗(k)x̄(k) + �

{
hT (k)g∗(k)

}
x̄(k)

+ �
{

hT (k)n̄∗(k)
}

+ � {v̄(k)} (8)

where x̄(k) = ∑τ
t=1 xt (k)/τ denotes the average of pilots

sent in the k-th channel coherence interval, thus x̄(k) = 1
since all pilots are assumed to be unity, while n̄∗(k) =∑τ

t=1 n∗
t (k)/τ follows the distribution of CN (0, σ 2

n IM/τ).
v̄(k) = ∑τ

t=1 vt+τ (k)/τ , and vt+τ (k) ∼ CN (0, σ 2
v ) denotes

the AWGN generated by Alice at time t + τ during the k-th
coherence interval. Without loss of generality, the noise power
at both Alice and Bob is the same, namely σ 2

v = σ 2
n , hence

it comes to v̄(k) ∼ CN (0, σ 2
n /τ).

According to the central limit theorem (CLT), Q(k) can be
approximated as a real Gaussian variable if M is sufficiently
large, the proof can be found in Appendix A. Therefore, in the
absence of Eve, it is shown that Q(k) ∼ N (μ0, σ

2
0 ) with

μ0 = Mσ 2
h ,

σ 2
0 = Mσ 4

h + Mσ 2
h

σ 2
n

2τ
+ σ 2

n

2τ
. (9)

In the presence of Eve, it is derived that Q(k) ∼ N (μ1, σ
2
1 )

with

μ1 = Mσ 2
h ,

σ 2
1 = Mσ 4

h + Mσ 2
h

σ 2
g

2
+ Mσ 2

h
σ 2

n

2τ
+ σ 2

n

2τ
. (10)

The derivation is included in Appendix B. From (9) and (10),
it is observed that μ0 = μ1, which reveals the mean of Q(k)
is identical under hypotheses H0 and H1. Fortunately, since
μ0 = μ1 = Mσ 2

h , the channel statistics from Alice to Bob
can be estimated no matter Eve is present or not. On the other
hand, the variance of Q(k) under H0 and H1 are different from
each other. In the following analysis, it will be shown how to
take advantage of these two features to design robust jammer
detection scheme.

Before that, it is worth noting that there is a possibility that
Eve sends pilots continuously in the retransmission phase,
as shown in Fig. 2 (b). Thus observations by Alice under H1

change to

Q′(k) = hT (k)h∗(k)x̄(k) + �
{

hT (k)g∗(k)
}

x̄(k)

+ �
{

hT (k)n̄∗(k)
}

+ � {v̄(k)} + � {g2(k)x̄(k)}
= Q(k) + � {g2(k)x̄(k)} (11)

where g2(k) ∼ CN (0, σ 2
g2

) models the channel from Eve
to Alice. Given Q(k) approximates to a Gaussian random
variable, it can be derived that Q′(k) ∼ N (μ1, σ

2
1 +σ 2

g2
/(2τ )).

As σ 2
g2

/(2τ ) � σ 2
1 when M is a large number, the distribution

of Q′(k) is very close to that of Q(k). Hence, we ignore the
situation in (11), since jamming signal in the retransmission
phase has little effect on the detection performance.

B. The Design of Decision Metric

In our scheme, Alice sends pilots to Bob in each training
phase, while Bob retransmits the conjugate of its received sig-
nal back to Alice. After K channel coherence intervals, one
can obtain K observations, namely {Q(1), Q(2), . . . , Q(K )}.

It is not straightforward to come up with decision metric
from Q(k), thus we consider a general situation first. Suppose
there are K observations S = {S1, S2, . . . , SK }, where Sk

are independent and identically distributed (i.i.d.). Moreover,
the distributions of Sk under hypotheses HA and HB are
different, i.e.,

HA : Sk ∼ N
(
μA, σ 2

A

)
, k = 1, 2, . . . , K

HB : Sk ∼ N
(
μB, σ 2

B

)
, k = 1, 2, . . . , K (12)

According to the Neyman-Pearson theorem, the LRT principle
is exploited to decide which hypothesis is true. Concretely,
the LRT can be provided as follows [22]

L (S) = p (S;HB)

p (S;HA)

HA
≶
HB

ϒ

=

1
(
2πσ 2

B

) K
2

exp

(

− 1

2σ 2
B

K∑

k=1

(Sk − μB)2

)

1
(
2πσ 2

A

) K
2

exp

(

− 1

2σ 2
A

K∑

k=1

(Sk − μA)2

)
HA
≶
HB

ϒ

(13)

where p(S;H) is the joint distribution of S under hypothe-
sis H, and ϒ is the threshold. When the logarithmic operation
is applied on both sides of (13), it comes to

σ 2
B − σ 2

A

2σ 2
Aσ 2

B

K∑

k=1

S2
k + μBσ 2

A − μAσ 2
B

σ 2
Aσ 2

B

K∑

k=1

Sk

HA
≶
HB

× ln

((
σB

σA

)K

ϒ

)

− K
(
μ2

Aσ 2
B − μ2

Bσ 2
A

)

2σ 2
Aσ 2

B

. (14)

To construct a simple decision metric, one can eliminate the
first or second component on the left side of (14). Then let’s
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return to the original problem, in which we have the following
hypotheses

H0 : Q(k) ∼ N
(
μ0, σ

2
0

)
, k = 1, 2, . . . , K

H1 : Q(k) ∼ N
(
μ1, σ

2
1

)
, k = 1, 2, . . . , K (15)

where μ0 = μ1. Still, the decision metric cannot be obtained
by directly substituting (15) into (14). Therefore, preprocess-
ing of K observations is required.

1) Standard Variance Normalization: The first method of
preprocessing normalizes Q(k) using its standard variance,
namely Qstd(k) = Q(k)/

√
var[Q(k)]. Consequently, the fol-

lowing relationship is obtained

H0 : Qstd(k) ∼ N
(

μ0

σ0
, 1

)
, k = 1, 2, . . . , K

H1 : Qstd(k) ∼ N
(

μ1

σ1
, 1

)
, k = 1, 2, . . . , K . (16)

And then substitute (16) into (14) and keep in mind that
μ0 = μ1, one can get the relation
(

μ0

σ1
− μ0

σ0

) K∑

k=1

Qstd(k)
H0
≶
H1

ln ϒ − K

2

(
μ2

0

σ 2
0

− μ2
0

σ 2
1

)

. (17)

With some mathematical manipulations, the final decision of
jamming detection is made by

K∑

k=1

Qstd(k)
H1
≶
H0

σ0σ1

μ0 (σ0 − σ1)

(

ln ϒ − K

2

(
μ2

0

σ 2
0

− μ2
0

σ 2
1

))

(18)

where the decision metric is
∑K

k=1 Qstd(k). It is observed that
the first kind of preprocessing eliminates the first component
on the left side of (14).

2) Variance Normalization: The second decision metric is
similar to the first one, but this time the second component on
the left side of (14) is canceled. With operation Qvar(K ) =
Q(k)/var[Q(k)], the following distributions are obtained

H0 : Qvar(k) ∼ N
(

μ0

σ 2
0

,
1

σ 2
0

)

, k = 1, 2, . . . , K

H1 : Qvar(k) ∼ N
(

μ1

σ 2
1

,
1

σ 2
1

)

, k = 1, 2, . . . , K . (19)

As before, one can get the following results by substitut-
ing (19) into (14)

σ 2
0 − σ 2

1

2

K∑

k=1

Q2
var(k)

H0
≶
H1

ln

((
σ0

σ1

)K

ϒ

)

− Kμ2
0

2

(
1

σ 2
0

− 1

σ 2
1

)

(20)

which is equivalent to
K∑

k=1

Q2
var(k)

H1
≶
H0

2

σ 2
0 − σ 2

1

×
{

ln

((
σ0

σ1

)K

ϒ

)

− Kμ2
0

2

(
1

σ 2
0

− 1

σ 2
1

)}

(21)

where the decision metric is
∑K

k=1 Q2
var(k).

C. Decision Metrics in Real Situation

The proposed decision metrics are derived based on a prior
knowledge of variance of Q(k), which depends on σ 2

h and σ 2
g .

However, the accurate variance is unavailable for two reasons.
First, it is unreasonable to assume in this situation that σ 2

h
and σ 2

g are known as a prior; Second, infinite observations of
Q(k) are required to obtain the accurate estimation. Therefore,
the sample variance, which is calculated based on K observa-
tions of Q(k), is chosen instead of accurate variance. Let σ̂
and μ̂ indicate the sample variance and sample mean of Q(k),
the first decision metric changes to

φstd = 1√
K

K∑

k=1

Q(k)

σ̂
(22)

and the second decision metric

φvar = 1

K

K∑

k=1

Q2(k)

σ̂ 2 (23)

where σ̂ and μ̂ are obtained by

μ̂ = 1

K

K∑

k=1

Q(k),

σ̂ =
√√
√
√ 1

K − 1

K∑

k=1

(Q(k) − μ̂)2. (24)

The 1/
√

K and 1/K in (22) and (23) facilitate the derivation
of PDF of decision metrics, as will be shown in Section IV.

The proposed method could raise concern that the time it
takes to collect enough observations can be too long. Non-
coherent systems require the channel statistics σ 2

h rather than
the instantaneous CSI. Generally, the duration of a large-
scale fading coefficient lasts for multiple seconds or minutes,
while a typical value for channel coherence interval is
2.5 milliseconds [23]. As a result, the accuracy of estimation
of σ 2

h can be improved by averaging the training results of
multiple coherence intervals over which σ 2

h is constant. This
finding enlightens us to store received signals of different
intervals and decode them using the averaged estimate. Hence
in non-coherent systems, there is enough time to collect the
required number of observations.

Besides, the impact of sporadic jammer needs to be paid
attention due to the possible long time of observations [24].
In the considered systems, the estimation of σ 2

h is carried out
in each coherence interval. In the absence of sporadic jammer,
the training result in each interval is approximately the same,
namely about σ 2

h . On the other hand, the presence of sporadic
jammer can result in abnormal training outcomes of about
σ 2

h + σ 2
g . Since these outcomes are larger than σ 2

h , they can
be detected by setting a threshold. After that, these results are
discarded and the estimation of σ 2

h will not be impacted by
sporadic jammer.
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IV. JAMMING DETECTION ALGORITHM IN

NON-COHERENT MASSIVE SIMO SYSTEMS

A. Preliminaries

Lemma 1: Suppose x1, x2, . . . , xi , . . . , xn are n indepen-
dent samples from a Gaussian distribution with variance σ 2,
the sample mean is x̄ = 1

n

∑n
i=1 xi . Accordingly, the sample

variance s2 = 1
n−1

∑n
i=1(xi − x̄)2 follows a χ2 distribution

with (n − 1) degrees of freedom according to the Cochran’s
Theorem [25]

(n − 1)
s2

σ 2 ∼ χ2
n−1. (25)

Lemma 2: Suppose Y is a normally distributed random
variable with zero mean and unit variance, V is a χ2 random
variable with v degrees of freedom that is independent of Y ,
then

T = Y + δ√
V/v

follows a non-central t distribution with v degrees of freedom
and non-centrality parameter δ, i.e., T ∼ t (v, δ).

Lemma 3: Suppose x1, x2, . . . , xi , . . . , xk are k indepen-
dent, normally distributed random variables with means μi

and unit variance, then the random variable

Z =
k∑

i=1

x2
i

follows the non-central χ2 distribution with k degrees of
freedom and non-centrality parameter λ = ∑k

i=1 μ2
i , namely

Z ∼ χ2
k (λ).

Lemma 4: Suppose Q is a non-central χ2 random variable
with q degrees of freedom and non-centrality parameter ς �= 0,
P is χ2-distributed with p degrees of freedom that is statisti-
cally independent of Q, then

F = Q/q

P/p

is a non-central f random variable with p and q degrees of
freedom respectively, and non-centrality parameter ς , namely,
F ∼ f (q, p, ς).

With the above lemmas, the analysis of the proposed jam-
ming detection algorithm can be carried out.

B. Distributions of Decision Metrics

1) Sample Standard Variance Normalization: The decision
metric in (22) can be rewritten as

φstd =

1√
K

K∑

k=1

Q(k)

σ
√

(K − 1) σ̂ 2

(K − 1) σ 2

(26)

where σ 2 and σ̂ 2 stand for the variance and sample variance
of Q(k), respectively. According to our analysis, Q(k) approx-
imates to a Gaussian variable with mean μ and variance σ 2.

Hence, the distribution of numerator in (26) is denoted by

1√
K

K∑

k=1

Q(k)

σ
∼ √

K
μ

σ
+ N (0, 1) . (27)

Since σ̂ 2 is the sample variance of Q(k), thus according to
Lemma 1, we have

(K − 1)
σ̂ 2

σ 2 ∼ χ2
K−1. (28)

Then based on the results in (27), (28) and Lemma 2, the PDF
of decision metric φstd under two hypotheses are

H0 : φstd ∼ t

(
K − 1,

√
K

μ0

σ0

)

H1 : φstd ∼ t

(
K − 1,

√
K

μ1

σ1

)
(29)

where μ0, σ0, μ1 and σ1 can be found in (9) and (10). It is
worth noting that (29) relies on the independence between the
numerator and denominator in (26). First, the sample mean and
sample variance of a Gaussian random variable are mutually
independent according to Basu’s theorem. Second, the numer-
ator and denominator in (26) are functions of sample mean and
sample variance of an approximated Gaussian variable Q(k),
respectively. Third, functions of independent random variables
are independent. Hence, the independence is assured. Besides,
K observations of Q(k) can be divided into two sets, one is
used to calculate the numerator and the other the denominator.
As data in two sets are strictly independent, thus the required
independence in (29) is well founded.

2) Sample Variance Normalization: Similarly, the decision
metric in (23) can be rewritten as

φvar =

1

K

K∑

k=1

Q2(k)

σ 2

(K − 1) σ̂ 2

(K − 1) σ 2

. (30)

Because Q(k) approximates to a Gaussian variable with mean
μ and variance σ 2, then according to Lemma 3, one can have

K∑

k=1

Q2(k)

σ 2 ∼ χ2
K

(
K

μ2

σ 2

)
. (31)

In the light of (28), (31) and Lemma 4, the PDF of decision
metric φvar under two hypotheses are

H0 : φvar ∼ f

(

K , K − 1, K
μ2

0

σ 2
0

)

H1 : φvar ∼ f

(

K , K − 1, K
μ2

1

σ 2
1

)

. (32)

As before, the result in (32) builds upon the independence
between the numerator and denominator in (30).

To validate the above results, Fig. 4 compares the PDFs
in (29) and numerical histogram of φstd using (22) and (24)
under hypotheses H0 and H1, where M = 100, K = 200
in Fig. 4 (a) and K = 400 in Fig. 4 (b). It can be observed
that analytical results match numerical ones quite well. More
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Fig. 4. Histogram and PDF of φstd under hypotheses H0 and H1.

importantly, this figure indicates φstd under H0 is on the right-
hand side of φstd under H1. In addition, it is displayed that
increasing K could reduce the overlap region, thus helps to
improve the probability of detection.

C. Probabilities of False Alarm and of Detection

This section will discuss the approach to compute theoreti-
cal PF A and PD . To this end, analytical results in (29) and (32)
are employed.

1) Sample Standard Variance Normalization: When φstd is
chosen as the decision metric, the probability of false alarm
actually indicates the CDF of φstd under hypothesis H0, i.e.,

PF A = P {φstd ≤ ηstd;H0} (33)

where ηstd is the decision threshold. In general, ηstd is
computed by setting a predefined PF A

ηstd = P−1
v=K−1,δ=√

K
μ0
σ0

(PF A) (34)

where P−1
v,δ (y) represents the inverse function of CDF of a

non-central t random variable with v degrees of freedom
and non-centrality parameter δ. According to (9) and (10),
the expectation of Q(k) is identical under both H0 and H1.
Besides, the sample mean μ̂0 is a good approximation of μ0
when the number of observations K is large. Meanwhile, σ 2

0
is a function of μ0, thus the PDF of φstd under H0 is always
available. After that, the threshold ηstd is computed by (34),
and then one can make the final decision through comparing
the simulated decision metric with ηstd.

On the other hand, analytical PD can be considered as the
CDF of φstd under H1 conditioned on ηstd, i.e.,

PD = P {φstd < ηstd;H1} . (35)

Although a closed-form expression of PD doesn’t exist (or
at least very difficult to obtain), the numerical results are
attainable by exploiting commercial softwares, e.g., MATLAB.
Note that PD in (35) is actually unavailable during detection
since it relies on the channel statistics from Eve to Bob, which
is obviously unknown to Alice. However, through compar-
ing (35) with the simulated PD , it provides a benchmark to
verify our proposed algorithm.

Algorithm 1 Proposed Jamming Attack Detection Algorithm
1: Alice sends pilot sequences over K independent channel

coherence intervals;
2: Bob retransmits the conjugate of its received pilots back

to Alice;
3: By averaging, Alice collects K independent observations

Q(k) for jamming detection;
4: Compute the decision metric either by (22) or (23);
5: Calculate the threshold ηstd numerically with (34) given a

required PF A , or ηvar with (37);
6: if φstd > ηstd or φvar > ηvar then
7: there is no jamming attack, and declares H0;
8: else
9: there is jamming attack, and declares H1;

10: end if

2) Sample Variance Normalization: When φvar is chosen
as the decision metric, the probability of false alarm can be
represented the same way

PF A = P {φvar ≤ ηvar;H0} (36)

where ηvar is the decision threshold in this scenario. Then the
threshold is calculated with a predefined PF A

ηvar = P−1
q=K ,p=K−1,ς=Kμ2

0/σ
2
0
(PF A) (37)

where P−1
q,p,ς (y) represents the inverse function of CDF of

a non-central f random variable with q and p degrees of
freedom, and non-centrality parameter ς . Similarly, the PDF
of φvar under H0 is attainable, and then ηvar is calculated by
using (37) for the final decision.

As for PD , it is represented by

PD = P {φvar < ηvar;H1} . (38)

As before, although a closed-form expression of PD may
not exist, its numerical result is available. In conclusion,
the proposed detection scheme can be summarized on the top
right of this page.

D. The Impact of M on the Detection Performance

It is found that the number of antennas M poses little effect
on the detection performance if M is larger than a certain
number. In this section, we will analyze the cause behind this
observation. First, the following lemma is introduced.

Lemma 5: Suppose T is a t random variable with v degrees
of freedom and non-centrality parameter δ, the mean and
variance of T are [26]

E [T ] = δ

√
v

2



(

v−1
2

)



(

v
2

) , v > 1

var [T ] = v
(
1 + δ2

)

v − 2
− E

2 [T ] , v > 2 (39)

where 
(·) denotes the gamma function.
Here we choose decision metric φstd to analyze the impact

of M on the detection performance, the detection using φvar
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is managed the same way. In general, K is on the order of
several hundreds, thus φstd is well approximated as a Gaussian
variable. According to Lemma 5, the mean and variance of
φstd under hypothesis H0 are

E [φstd;H0]

= √
K

μ0

σ0

√
K − 1

2



( K−2

2

)



( K−1

2

) ,

var [φstd;H0]

=
(K − 1)

(
1 + K

μ2
0

σ 2
0

)

(K − 3)
− K (K −1)

2

μ2
0

σ 2
0

(


( K−2

2

)



( K−1

2

)

)2

. (40)

Given (9) and (10), the following relationship is attainable

μ0

σ0
= Mσ 2

h√
Mσ 4

h + Mσ 2
h

σ 2
n

2τ + σ 2
n

2τ

≈ Mσ 2
h√

Mσ 4
h + Mσ 2

h
σ 2

n
2τ

(41)

if M is a large number. From (40), it is derived that
E[φstd;H0] is proportional to μ0/σ0, and var[φstd;H0] is
in proportion to μ2

0/σ
2
0 when Kμ2

0/σ
2
0 � 1. Given that

φstd is Gaussian-distributed, the probability of false alarm is
represented as the CDF of φstd under hypothesis H0, namely

PF A = 1

2

(
1 + erf

(
ηstd − E [φstd;H0]√

2var [φstd;H0]

))
. (42)

Since PF A is predefined, then the threshold ηstd is given by

ηstd = E [φstd;H0] + √
2var [φstd;H0]erf−1 (2PF A − 1)

(43)

where erf−1(·) indicates the inverse function of erf(·).
Similarly, the mean and variance of φstd under H1 are

E [φstd;H1]

= √
K

u1

σ1

√
K − 1

2



( K−2

2

)



( K−1

2

) ,

var [φstd;H1]

=
(K −1)

(
1 + K

μ2
1

σ 2
1

)

(K − 3)
− K (K −1)

2

μ2
1

σ 2
1

(


( K−2

2

)



( K−1

2

)

)2

. (44)

Accordingly, PD is written as the CDF of φstd under hypoth-
esis H1, namely

PD = 1

2

(
1 + erf

(
ηstd − E [φstd;H1]√

2var [φstd;H1]

))
. (45)

As before, E[φstd;H1] is proportional to μ1/σ1. In addition,
var[φstd;H1] is proportional to μ2

1/σ
2
1 when Kμ2

1/σ
2
1 � 1.

Then according to (9) and (10), if M � 1, one can arrive at

μ1

σ1
= Mσ 2

h√
Mσ 4

h + Mσ 2
h

σ 2
g
2 + Mσ 2

h
σ 2

n
2τ + σ 2

n
2τ

≈ Mσ 2
h√

Mσ 4
h + Mσ 2

h
σ 2

g
2 + Mσ 2

h
σ 2

n
2τ

. (46)

According to the analysis above, if the number of antennas
increases from M to nM , both μ0/σ0 and E[φstd;H0] will

be
√

n times larger, and var[φstd;H1] will be n times larger.
As a result, the new threshold changes to

√
nηstd in the

light of (43). Similarly, the mean and variance of φstd under
H1 change to

√
nE[φstd;H1] and nvar[φstd;H1], respectively.

Therefore, the new probability of detection approximates to

P ′
D ≈ 1

2

(
1 + erf

(√
nηstd − √

nE [φstd;H1]√
2nvar [φstd;H1]

))
. (47)

By comparing (45) with (47), one can find that the detection
performance keeps unchanged. It is also worth noting that the
aforementioned result is based on the assumption that M is a
large number, which is reasonable in massive antenna systems.
Actually, if M is small, PD grows initially with the increase
of M , as will be shown by numerical simulation. Therefore, it
comes to the conclusion that deploying more antennas doesn’t
pose any impact on PD if M is larger than a certain threshold.
In addition, this conclusion is also valid in the case of φvar,
the derivation is omitted here for the purpose of briefness.

E. The Impact of K on the Detection Performance

In this subsection, the impact of K on PD is investigated.
Decision metric φstd is selected as reference, with its mean
and variance under hypothesis H0 given in (40). Then if the
number of observations increases from K to nK , the mean
and variance of φstd become to

E
′ [φstd;H0] ≈ nE [φstd;H0],

var′ [φstd;H0] ≈ n2var [φstd;H0] − K
(

n2 − n
) μ2

0

σ 2
0

. (48)

According to (48) and (43), the updated threshold η′
std can be

obtained. In particular, we have erf−1(2PF A − 1) < 0 since
normally 0 < PF A < 0.5, and K (n2−n)μ2

0/σ
2
0 > 0 because it

is assumed n > 1. Therefore, compared the updated threshold
with the original one, we have η′

std > nηstd.
In addition, the distribution of decision metric under H1

also changes, with its mean and variance derived as follows

E
′ [φstd;H1] ≈ nE [φstd;H1] ,

var′ [φstd;H1] ≈ n2var [φstd;H1] − K
(

n2 − n
) μ2

1

σ 2
1

. (49)

where K (n2 − n)μ2
1/σ

2
1 > 0. Therefore, the updated probabil-

ity of detection is denoted by

P ′
D = 1

2

(
1 + erf

(
η′

std − E′ [φstd;H1]√
2var′ [φstd;H1]

))
. (50)

By substituting η′
std > nηstd and (49) into (50), it comes to

the following result

P ′
D >

1

2

⎛

⎜
⎜
⎝1 + erf

⎛

⎜
⎜
⎝

nηstd − nE[φstd;H1]√
2n2var[φstd;H1] − 2K (n2 − n)

μ2
1

σ 2
1

⎞

⎟
⎟
⎠

⎞

⎟
⎟
⎠

>
1

2

(
1 + erf

(
nηstd − nE [φstd;H1]

2n2var [φstd;H1]

))

>
1

2

(
1 + erf

(
ηstd − E [φstd;H1]

2var [φstd;H1]

))
= PD . (51)
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TABLE I

COMPUTATIONAL COMPLEXITY OF ALGORITHMS USING φstd AND φvar

Evidently, increasing the number of observations always helps
to improve the detection performance. However, a larger K
indicates a larger processing delay, thus careful attention needs
to paid during system design.

F. Computational Complexity

This subsection discusses the computational complexity of
jamming detection algorithms using φstd and φvar. The com-
plexity of the proposed schemes is mainly attributed to estimat-
ing the mean and variance of Q(k), and computing decision
metrics. The results of comparison are listed in Table I, where
Cadd , Cdiv , Csqrt and Cmul denotes a single real addition,
real division, square root and real multiplication operations.
From this table, it is shown that although algorithm using φstd
needs an extra square root calculation than that using φvar,
it saves K times real multiplication operations. Therefore,
the jamming detection scheme using the first decision metric
enjoys a lower complexity. Moreover, since the complexity of
both algorithms using φstd and φvar grows with K , a trade-
off between performance and complexity exists in the system
design.

V. NUMERICAL RESULTS

The considered model contains a legitimate transmit-receive
pair (Alice and Bob), and a malicious jammer Eve.
Channels of different transmit-receive pairs are modeled by
independent Rayleigh fading. The SNR considered in all
simulations is the SNR at Bob. Both analytical and numerical
results are included for the purpose of comparison. Analytical
results are obtained by (35) and (38). As for numerical results,
random signals are required to be generated at Alice and
sent to Bob, and retransmitted back to Alice. After that,
the final decision is made through comparing the simulated
decision metric with the threshold.

Fig. 5 illustrates the receiver operating characteristic (ROC)
curves of the proposed scheme, where M = 100, σ 2

h = 1,
σ 2

g = 0.5, σ 2
n = 1 and τ = 10. All results are averaged over

10,000 Monte Carlo realizations. First, the well match between
the simulated and analytical results validate the effectiveness
of our analysis. As expected, K is critical to the success
of jammer detection. For example, the ROC curve has the
steepest slope when K = 400, which means the increment
of PD is the largest as PF A increases. Moreover, Fig. 5
reveals that algorithms using φstd and φvar possess almost the
same performance, thus only φstd is taken into account in the
following simulations.

Among the existing literatures, the one that is most related
to our method is the energy ratio detector (ERD) presented
in [15]. Fig. 6 draws the ROC curves of our scheme and ERD.

Fig. 5. The ROC curves of the proposed jamming attack detection algorithm,
where K varies.

Fig. 6. Probability of detection versus probability of false alarm, where the
proposed scheme and ERD are included.

The common parameters are M = 100, σ 2
h = 1, σ 2

g = 0.5
and σ 2

n = 1. For our proposed method, it is assumed that
τ = 10 and K = 200, while N1 = N2 = 50 in ERD where
N1 and N2 denote the length of pilot sequence and time of
retransmissions, respectively. g2 is an indicator of jamming
attack during retransmission. Concretely, two methods achieve
almost the same PD in the absence of g2. However, compared
with our algorithm, ERD is quite sensitive to the attack
in the retransmission phase. This is attributed to the fact
that jamming attack during retransmission poses little impact
on the distribution of Q(k), as denoted in (11). Therefore,
the proposed detection method is more robust than ERD. Since
our scheme and ERD are separately designed for non-coherent
and coherent communications, we focus on the performance
of our scheme in non-coherent massive SIMO systems in the
following discussion.

Alternatively, Fig. 7 draws the ROC curves of the proposed
detection scheme using φstd with various σ 2

g , where K = 100
and other parameters can be referred to in Fig. 5. The key
observation lies in that PD increases with σ 2

g , namely the
channel statistics from Eve to Bob. This is reasonable since
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Fig. 7. The ROC curves of the proposed jamming attack detection algorithm,
where σ 2

g varies.

Fig. 8. The comparison between simulated PF A and predefined PF A.

a larger σ 2
g indicates a greater portion of jamming signal in

the composite received yt (k). In real application, a larger σ 2
g

often represents scenarios that Eve is close to Bob.
Fig. 8 shows the comparison results between a predefined

PF A and simulated P{φstd < ηstd;H0}, where parameters can
be referred to in Fig. 5. Since approximations are employed to
derive our scheme, thus some extent of mismatch could exist
between a predefined PF A and P{φstd < ηstd;H0}. A large
mismatch often signifies the simulation results are of low
degree of confidence, which should be paid close attention
to. Fortunate enough, the close match between a predefined
PF A and simulated P{φstd < ηstd;H0} proves the proposed
algorithm works well.

Fig. 9 demonstrates how PD varies with K , where PF A =
0.01 and other parameters can be referred to in Fig. 5.
Results in this figure once again proves increasing the number
of observations Q(k) is an effective way to improve PD .
However, this comes at the price of increased computational
complexity and processing delay. Hence, from a system
prospective point of view, K is required to be carefully chosen

Fig. 9. The relationship between PD and K , where σ 2
g varies.

Fig. 10. The relationship between PD and SNR, where σ 2
g varies.

to strike a balance between complexity and performance.
As before, Fig. 9 indicates σ 2

g has a great impact on PD .
In Fig. 10, the relationship between PD and SNR (SNRBob)

is illustrated, where σ 2
g varies, K = 400 and other parameters

can be referred to in Fig. 5. It can be revealed that although
PD is in direct proportion to SNR, it would reach an error
floor that no matter how large the SNR is, PD cannot be
improved. In addition, σ 2

g presents itself as a key parameter to
guarantee a desirable performance at low SNR. For example,
PD increases from 0.25 to about 0.8 as σ 2

g changes from 0.5
to 1, when SNR = −10 dB. Therefore, high SNRs would not
be a necessity in this situation.

Fig. 11 shows how PD varies with M , where PF A = 0.01
and K = 400. As expected, PD quickly converges to constant
as M grows, which is in accordance to (47). Moreover, it can
be observed that PD increases initially when M is small, e.g.
M ≤ 20. To reveal the reason behind, let’s revisit (40), where
both E[φstd;H0] and

√
var[φstd;H0] are

√
n times larger if

the number of antennas increases from M to nM . Beware of
the former result is built upon Kμ2

0/σ
2
0 � 1, which is not the

case if M is relatively small. According to the property of

non-central t distributions that
√

v
2
(v−1

2 )/
( v
2 ) ≈ 4v−1

4v−4 [27],
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Fig. 11. The relationship between PD and M, where σ 2
g varies.

var[φstd;H0] can be approximated to

K
u2

0

σ 2
0

(
(K − 1)

(K − 3)

(

1 + σ 2
0

K u2
0

)

−
(

1 − 3

4K − 5

)−2
)

.

Due to the presence of
(
K u2

0/σ
2
0

)−1
, if the number of

antennas increases from M to nM , the updated mean and
variance are

E
′ [φstd;H0] = √

nE [φstd;H0]

var′ [φstd;H0] < nvar [φstd;H0] (52)

which indicates the growth rate of mean is larger than that of
variance. Note that the same conclusion holds in the scenario
of H1. Intuitively, the growth of mean indicates the separation
of two PDFs becomes larger, while the growth of variance
means two PDFs get closer. Consider the growth rates of mean
and variance, the overlap between two PDFs will reduce, thus
a successful detection are more likely to happen.

VI. CONCLUSION

Non-coherent receivers are promising in systems with mas-
sive antenna array, primarily due to their low complexity and
costs. However, non-coherent systems are vulnerable to active
attack, just as their coherent counterparts.

Different from existing literatures, this paper proposes to
detect the jamming attack by Alice instead of Bob. To be
more realistic, our proposed algorithm doesn’t assume any
knowledge of channel statistics. Concretely, Bob retransmits
the conjugate of its received signal back to Alice, where the
final decision is made. According to the LRT principle, two
decision metrics are introduced based on the normalization of
K independent observations. Simulation results indicate the
proposed detection scheme is effective. Interestingly, the num-
ber of antennas at Bob has a marginal impact on PD if M is
greater than a certain threshold. On the other hand, two key
parameters, K and σ 2

g , pose a great influence on the detection
performance. Since σ 2

g is an environmental parameter and
increasing M cannot continuously improve PD , K is regarded
as a key parameter in system design.

APPENDIX A
THE PROOF OF Q(k) BEING A REAL GAUSSIAN VARIABLE

Suppose {X1, X2, . . . , Xn} is a sequence of i.i.d. random
variables with E[Xi ] = μ and Var[Xi ] = σ 2 < ∞.
Then according to the Lindeberg-Lévy CLT, as n approaches
infinity, the random variables

√
n
( 1

n

∑n
i=1 Xi − μ

)
converge

in distribution to N (0, σ 2), i.e.

√
n

(
1

n

n∑

i=1

Xi − μ

)
d−→ N

(
0, σ 2

)
. (53)

The Gaussian distributions are closed with linear transforma-
tions. That is, if X is normally distributed with mean μ and
variance σ 2, then a linear transform a X + b (for some real
numbers a and b) is also normally distributed [28]

a X + b ∼ N
(

aμ + b, a2σ 2
)

. (54)

Therefore, (53) changes to

1

n

n∑

i=1

Xi
d−→ μ + 1√

n
N

(
0, σ 2

)
= N

(
μ,

σ 2

n

)
. (55)

Then let’s return back to our problem. First, zt+τ (k), which
denotes the received signal by Alice at time t +τ in the k-th
channel coherence interval, is expanded as follows

zt+τ (k) = hT (k)y∗
t (k) + vt+τ (k)

=
M∑

m=1

hm(k)y∗
t,m(k) + vt+τ (k) (56)

where hm(k) is the channel with respect to the m-th antenna in
the k-th interval, and yt,m(k) denotes the m-th item of yt(k).
If Eve is absent, it comes to

M∑

m=1

hm(k)y∗
t,m(k) =

M∑

m=1

hm(k)
(
h∗

m(k)x∗
t (k) + n∗

t,m(k)
)

(57)

where n∗
t,m(k) is the m-th item of nt (k). According to (55),

∑M
m=1 hm(k)y∗

t,m(k) converges to complex Gaussian distrib-
ution if M is large. Besides, zt+τ (k) is complex Gaussian-
distributed as vt+τ (k) is AWGN. As z(k) = ∑τ

t=1 zt+τ (k)/τ ,
its real part Q(k) is Gaussian. In the presence of Eve, the
analysis is carried out similarly. Thus, the proof is concluded.

APPENDIX B
THE DERIVATION OF (9) AND (10)

Under hypothesis H0, the mean of Q(k) is computed by

μ0 = E

[
hT (k)h∗(k)

]
x̄ + E

[
�
{

hT (k)n̄∗(k)
}]

+ E [� {v̄(k)}]

= E

[
M∑

i=1

|hi (k)|2
]

+ E

[

�
{

M∑

i=1

hi (k)n̄∗
i (k)

}]

= Mσ 2
h . (58)
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While the variance of Q(k) is expanded as follows

σ 2
0 = var

[
hT (k)h∗(k)x̄ + �

{
hT (k)n̄∗(k)

}
+ � {v̄(k)}

]

= var
[
hT (k)h∗(k)

]
+ var

[
�
{

hT (k)n̄∗(k)
}]

+ 2cov
[
hT (k)h∗(k),�

{
hT (k)n̄∗(k)

}]
+ σ 2

n

2τ
. (59)

The first element on the right hand side of (59) is

var
[
hT (k)h∗(k)

]
= var

[
M∑

i=1

|hi (k)|2
]

= Mvar
[
(� {hi (k)})2 + (� {hi (k)})2

]

= Mσ 4
h

4
var

⎡

⎢
⎣

(√
2

σh
� {hi (k)}

)2

+
(√

2
σh

� {hi (k)}
)2

⎤

⎥
⎦

= Mσ 4
h (60)

where
√

2
σh

�{hi (k)} ∼ N (0, 1) and
√

2
σh

�{hi (k)} ∼ N (0, 1),
thus (�{hi (k)})2 + (�{hi (k)})2 is a χ2 random variable with
its variance being twice of its degree of freedom.

The second component on the right side of (59) can be
simplified as

var
[
�
{

hT (k)n̄∗(k)
}]

= 1

2
var

[
M∑

i=1

hi (k)n̄∗
i (k)

]

= 1

2

M∑

i=1

var
[
hi (k)n̄∗

i (k)
]

= M

2
var [hi (k)] var

[
n̄∗

i (k)
]

= Mσ 2
h

σ 2
n

2τ
. (61)

While the third component is simplified as

2cov
[
hT (k)h∗(k),�

{
hT (k)n̄∗(k)

}]

= 2E

⎡

⎣

(
M∑

i=1

hi (k)h∗
i (k)

)

�
⎧
⎨

⎩

M∑

j=1

h j (k)n̄∗
j (k)

⎫
⎬

⎭

⎤

⎦

− 2E

[
M∑

i=1

|hi (k)|2
]

E

[

�
{

M∑

i=1

hi (k)n̄∗
i (k)

}]

= 2E

⎡

⎣

(
M∑

i=1

hi (k)h∗
i (k)

)

�
⎧
⎨

⎩

M∑

j=1

h j (k)n̄∗
j (k)

⎫
⎬

⎭

⎤

⎦. (62)

The former equation is the sum of M2 different monomi-
als, namely, E[hi (k)h∗

i (k)�{h j (k)n̄∗
j (k)}]. Depending on i =

j or i �= j , we discuss the following two situations.

1) i = j : In this scenario, hi (k)h∗
i (k) relates to

�
{

h j (k)n̄∗
j (k)

}
. Therefore

E

[
hi (k)h∗

i (k)�
{

h j (k)n̄∗
j (k)

}]

= E
[
hi (k)h∗

i (k)� {
hi (k)n̄∗

i (k)
}]

= E

[
hi (k)h∗

i (k)

(� {hi (k)}� {
n̄∗

i (k)
}

+� {hi (k)} � {
n̄∗

i (k)
}
)]

= E
[
hi (k)h∗

i (k)� {hi (k)}]E
[� {

n̄∗
i (k)

}]

+ E
[
hi (k)h∗

i (k)� {hi (k)}]E
[� {

n̄∗
i (k)

}]

= 0 (63)

2) i �= j : In this scenario, hi (k)h∗
i (k) is independent of

�{h j (k)n̄∗
j (k)}. Therefore

E

[
hi (k)h∗

i (k)�
{

h j (k)n̄∗
j (k)

}]

= E
[
hi (k)h∗

i (k)
]
E

[
�
{

h j (k)n̄∗
j (k)

}]

= 0 (64)

Then combine the results in (63) and (64), one can have
2cov[hT (k)h∗(k),�{hT (k)n̄∗(k)}] = 0. Therefore, it arrives
at

σ 2
0 = Mσ 4

h + Mσ 2
h

σ 2
n

2τ
+ σ 2

n

2τ
. (65)

As before, the derivation of statistics of Q(k) under hypoth-
esis H1 can be carried out, i.e.,

μ1 = E

[
hT (k)h∗(k)

]
x̄ + E

[
�
{

hT (k)g∗(k)
}]

x̄

+ E

[
�
{

hT (k)n̄∗(k)
}]

+ E [� {v̄(k)}]

= E

[
M∑

i=1

|hi (k)|2
]

+ E

[

�
{

M∑

i=1

hi (k)g∗
i (k)

}]

+ E

[

�
{

M∑

i=1

hi (k)n̄∗
i (k)

}]

= Mσ 2
h (66)

σ 2
1 = var

[
hT (k)h∗(k)x̄ + � {

hT (k)g∗(k)
}

x̄
+� {

hT (k)n̄∗(k)
} + � {v̄(k)}

]

= var
[
hT (k)h∗(k)

]
+ var

[
�
{

hT (k)g∗(k)
}]

+ 2cov
[

hT (k)h∗(k),� {
hT (k)g∗(k)

} ]

+ 2cov

[
hT (k)h∗(k) + � {

hT (k)g∗(k)
}
,

� {
hT (k)n̄∗(k)

}
]

+ var
[
�
{

hT (k)n̄∗(k)
}]

+ σ 2
n

2τ
(67)

where the third and fourth components in (67) are zero, of
which the derivation can be referred to in (62). Hence, it comes
to

σ 2
1 = Mσ 4

h + Mσ 2
h

σ 2
g

2
+ Mσ 2

h
σ 2

n

2τ
+ σ 2

n

2τ
. (68)

Finally, the derivation of (9) and (10) is concluded.
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